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Abstract

TESLA [2] is a compiler-based tool that allows temporal run-time assertions to be written about C programs, expressing richer safety properties than traditional tools can. However, adding temporal assertions to a program incurs a significant runtime performance overhead. As a result, the usefulness of TESLA is limited to debugging scenarios where this overhead is acceptable.

I formalise the assertion language used by TESLA, then use the formalism to develop a model checker (TMC) for a subset of its assertions, demonstrating its usefulness by applying it to a TESLA-instrumented implementation of mutual exclusion locks. I analyse the usefulness of TESLA with respect to a large, widely-used open source library, finding that common source-code idioms inhibit the useful application of TESLA. Based on these results, I improve on previous work by describing a general method for applying TESLA to library interfaces, then apply the method successfully to an existing server application. To evaluate TMC, I analyse the performance overhead of TESLA instrumentation in this server, finding a 40% overhead for as few as five assertions. Applying TMC to prove these assertions at compile time eliminates the run-time overhead completely while retaining the asserted safety properties.
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1 Introduction

The tools available for programmers to assert the correctness of their code are almost always instantaneous—assertions can be made about the current state of the program, but not about previous or future states. As a result, temporal properties of programs are often checked informally using manual instrumentation, or not at all.

TESLA [2] provides C-language systems programmers with a way of mechanically checking temporal properties of their code by using an augmented compilation process. This approach proved successful—a number of bugs in open-source libraries were identified and fixed with the help of temporal assertions. However, using TESLA imposes significant run-time performance overhead on a program (up to 7× on some workloads). As a result, TESLA has only been useful as a debugging tool in research contexts.

In this dissertation I propose the use of static analysis for optimisation of TESLA assertions—if an assertion can be proved correct at compile time, then its instrumentation code can be omitted from the program. The program is likely to be smaller and faster than if the instrumentation were included, and potential counterexamples to assertions can be used by the programmer as a useful debugging tool in their own right.

To demonstrate the utility of static analysis, I provide an implementation of TESLA-instrumented mutual exclusion locks along with benchmarks that show performance overhead of more than 10% for a single assertion. I then contribute a translation of TESLA assertions to finite state automata that formalises components of the original work, and use this translation to implement a model checker for a subset of TESLA assertions: TMC (TESLA Model Checker).

I investigate how TESLA can be applied to the internal implementation of TCP in lwIP [19], a widely-used library implementing a complete, portable IP protocol stack. Then, motivated by the difficulties encountered during this process, I describe a general framework for using TESLA to instrument library interface code. This represents a more general approach to using TESLA than earlier work.

To evaluate, I apply this technique to an existing application written using lwIP, adding TESLA assertions to validate its usage of TCP protocol code. Architectural and microarchitectural benchmarks show performance overhead of up to 40% from five TESLA assertions. This overhead can be completely eliminated by TMC, demonstrating that it is a valuable contribution towards greater applicability of TESLA.
2 | Background

In this chapter I give a summary of previous work related to TESLA on which this project builds, a short overview of the practical issues associated with using TESLA and an introduction to the TESLA assertion language. I also provide a guide to TESLA-specific terminology.

2.1 Temporal Assertions

Before describing TESLA in detail, it is worth giving a motivating example of why it is useful. A simple explanation is that it allows the programmer to make assertions about events that occur in the past and future, rather than just about the current program state.

Figure 2.1 shows C functions for acquiring and releasing a mutual exclusion lock. For a program to make progress, it should eventually release the lock after it has been acquired. However, within `lock_acquire`, there is no way of asserting this property using standard C constructs—the call that releases the lock could be logically separated from the call that acquires it (for example, a library function could acquire the lock then depend on user code releasing it).

TESLA allows for temporal properties to be expressed. Figure 2.2 shows the same lock acquisition function, but with a TESLA assertion enforcing the safety property. The property is defined along with the function it applies to, and is independent of where calls to `lock_acquire` and `lock_release` are made. The remainder of this chapter describes TESLA assertions and the associated tooling in detail.

2.2 Summary of Existing Work

TESLA is a description, analysis, and validation tool that allows systems programmers to describe expected temporal behaviour in low-level languages such as C. [2 p. 1]

\[1\] Modulo a suitable type `struct lock_t` and a correct implementation of atomic compare-and-swap (CAS).
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```c
void lock_acquire(struct lock_t *lock) {
    return CAS(&lock->locked, false, true);
}

void lock_release(struct lock_t *lock) {
    lock->locked = false;
}
```

Figure 2.1: Lock operations without progress property enforced

```c
void lock_acquire(struct lock_t *lock) {
    TESLA_WITHIN(main, eventually(
        lock_release(lock)
    ));
    return CAS(&lock->locked, false, true);
}

void lock_release(struct lock_t *lock) {
    TESLA_WITHIN(main, previously(
        lock_acquire(lock) == 1;
    ));
    lock->locked = false;
}
```

Figure 2.2: Lock operations with progress property enforced using TESLA

Anderson et al. [2] introduce TESLA as a tool for validating safety properties of systems code. These properties are written inline with the program they describe, and are checked at run time by instrumentation code added during an extra compilation phase.

The authors detail their experiences using TESLA to perform complex debugging on large, well-known systems software. Their efforts were successful—the discovery of a known security vulnerability in OpenSSL was reproduced using TESLA, and an elusive bug in the GNUStep graphics library was diagnosed and fixed. Additionally, they detail the overhead associated with using TESLA (at compile and run time) and identify static analysis as a possible future direction of research.

At the time I began work on this project, TESLA comprised a parser for assertions written in C programs, a compiler-based instrumentation tool, and a runtime library (libtesla). The primary contribution of my work is a model checker for TESLA assertions (TMC). Figure 2.3 shows how these components interact with each other. Existing

---

2 A safety property asserts that “bad things” do not happen during the execution of a program, while a liveness property asserts that “good things” do eventually happen [1,26].
components are highlighted in blue, and my contribution in green. As well as TMC, I have contributed several bug fixes and improvements to the existing TESLA components.

2.3 Programming with TESLA

In this section I give a brief overview of how TESLA is used in practice to instrument programs.

2.3.1 Terminology

Today, programmers may add assertions to their code to ensure its correctness—these are logical statements predicated on data in the current scope. TESLA assertions express temporal relations between program events. Such assertions require a bounding interval—a pair of start and end events that limit the scope of the assertion. In Figure 2.2, the bounding interval is from each call to main to the corresponding return.

Each TESLA assertion defines an automaton, and a collection of these automata is referred to as a manifest when serialised to disk. An assertion site is the source location where an assertion was originally written, and a function event is a call to or return from a function.

2.3.2 Build Process

Using TESLA to instrument a program requires that its build process is modified to produce TESLA-specific intermediate products. Figure 2.4 shows the traditional compilation model for C programs; Figure 2.5 shows the additional steps required by TESLA.

A .bc file contains LLVM intermediate code, and a .tesla file contains a binary or textual representation of the TESLA assertion manifest.
The TESLA toolchain is used together with the Clang / LLVM compiler infrastructure to generate these intermediate artifacts. A brief summary of the individual TESLA tools used is:

- **analyze** parses TESLA assertions from a C source file and outputs them to a `.tesla` manifest file.
- **instrument** adds instrumentation code to a program in LLVM IR format based on the data in a TESLA manifest file.
- **cat** combines several TESLA assertion manifests together, checking for consistency and eliminating redundant definitions.

These tools can be easily integrated with an automatic build system. An issue specific to TESLA is that assertions written in one compilation unit can affect instrumentation code in all other compilation units. This means that changing one source file can cause the entire project to be reinstrumented, increasing build times; incremental builds are worst affected by this issue.

### 2.3.3 Writing Assertions

TESLA assertions are written using a set of preprocessor macros that expand to calls to stand-in functions. These functions have no definition, and are only used as a way to store information in the IR. Calls to them are removed by the instrumenter.

An example of the TESLA macros being written inline with a program is given in [Figure 2.6](#)
int main(void)
{
    TESLA_WITHIN(main,
        eventually(
            call(some_function(ANY(ptr))),
            other_function(ANY(int)) == 0
        )
    );

    int x;
    some_function(&x);

    return other_function(x);
}

Figure 2.6: Example of TESLA macros being used to write an assertion

automaton(name_of_auto, struct arg_type *s) {
    some_function(s) == 0;
    call(function1) || call(function2);
    s->field = 4;
    tesla_done;
}

Figure 2.7: Example of an explicit TESLA automaton

2.3.4 The TESLA Assertion Language

Assertions specify temporal relations between program events as defined in subsection 2.3.1 (function calls, assertion sites etc.).

The basic relationship expressible in the assertion language is sequencing—an assertion that events occur in a particular order. Disjunction of assertions is also expressible. Assertions must include a reference to an assertion site event—this reference is implicit in Figure 2.6 through the eventually macro, which states that the sequence of events named takes place after the assertion site.

Automata can be written explicitly, allowing for composition and code reuse. Figure 2.7 shows an example of this style.

2.4 LLVM

In this section I give a brief overview of LLVM [27], the compiler framework used to implement the TESLA toolchain.
BACKGROUND

`declare void @bar(i32)`

`define i32 @foo(i32 %x) {
entry:
   %mul = mul i32 %x, 3
   %cmp = icmp sgt i32 %mul, 100
   br i1 %cmp, label %if.then, label %if.else

if.then:
   call void @bar(i32 %mul)
   ret i32 0

if.else:
   ret i32 %mul
}`

Figure 2.8: Example of textual LLVM IR code

The primary attraction of implementing a compiler-based tool using LLVM is its intermediate representation, which can be easily manipulated in-memory using a C++ API or manipulated as human-readable text in an assembly-like format. LLVM IR is "a Static Single Assignment (SSA) based representation that provides type safety, low-level operations [and] flexibility" [29]. Figure 2.8 gives an example of textual IR that illustrates some of the important features of LLVM:

Functions LLVM IR can represent functions that are conceptually similar to C functions, though with basic blocks and jumps rather than loops and conditional statements. Similarly to C, functions can be declared but not defined.

Values A key design decision taken by LLVM is that instructions produce named SSA values. When manipulating LLVM IR programatically, an instruction is synonymous with the value it produces. In textual IR, values are identified by % or @ preceding their name (for local and global values respectively).

Types LLVM IR retains type information from its source program—all values are typed, and casts between types must be made explicitly using intrinsic instructions.

The TESLA instrumenter is implemented using the in-memory LLVM IR manipulation libraries. It replaces known instrumentation sites in the IR with instrumentation code, yielding code that can be compiled to an executable.
3 | Related Work

In this chapter I provide an overview of how TMC contributes new ideas and developments compared to previous work, with particular emphasis on the areas of bounded model checking and SMT methods.

3.1 Program Verification

In this section I give a summary of important work in the area of program analysis and verification that has influenced my development of TMC.

3.1.1 Bounded Model Checking

Biere et al. [7] introduce the concept of bounded model checking, building on the earlier idea of symbolic model checking due to McMillan [31]. In this section I give a summary of previous work in the area, with particular emphasis on where it has been applied to check C programs. I also note key differences between these previous works and TMC—the style of assertion supported, and the use of non-symbolic checking.

Key to model checking is the idea of counterexample generation—if a state satisfies the negation of a formula, then that state is a counterexample for the original formula. Bounded model checking extends this idea by searching for counterexamples with an upper bound on their allowable size. This means that counterexamples are discovered faster and are minimally sized.

While the implementation strategies and analysis goals of BMC [7] (the first practical bounded model checker) and TMC are different (BMC is a symbolic model checker for an explicit state description language; TMC is non-symbolic and checks TESLA assertions in C programs), the strategy of searching for counterexamples using an iterative-deepening method is derived from the original work on bounded model checking. Another difference between TMC and BMC is their approaches to soundness—BMC aimed to be provably sound, while TMC aims for soundness [28] (see subsection 6.1.4).

CBMC

Clarke, Kroening, and Yorav’s CBMC [13] applied bounded model checking to C programs by translating them into instances of the SAT decision problem. CBMC allowed
for C programs to be written as executable specifications for Verilog hardware designs without prohibiting the use of any C language constructs.

Although CBMC is an example of model checking being applied to C programs, the assertions that can be checked are not temporal. The goal of TESLA assertions is different to that of CBMC—TESLA assertions are written to verify the behaviour of a program, while CBMC uses a C program with assertions to verify that a hardware implementation is behaviourally equivalent to that program.

**LLBMC**

CBMC operates at the level of C source code using syntactic transformations. Merz, Falke, and Sinz [32] identify this as a potential avenue for improvement—they contribute LLBMC, a bounded model checker that operates on LLVM [27] IR. The benefits of this approach include broader language support, assistance from compiler optimisations for code simplification, and an improved memory model. Empirically, LLBMC represents an improvement over previous work it is compared to. The use of LLVM IR to simplify model checking is applied in TESLA and TMC.

**Context-bounded LTL Checking**

Recent work by Morse et al. [33, 34] uses bounded model checking to check LTL assertions against C programs. Their approach translates an LTL formula into a Büchi automaton, which is then itself translated to C code and woven into the program to be checked.

This approach is similar to TESLA instrumentation, with some key differences. The automaton code here has its own thread of execution rather than being inserted in-line, and instead of producing a modified executable that exhibits runtime failures on assertion violations, the combined program is checked statically using ESMBC [16].

Although the development of this work was partly contemporaneous with initial work on TESLA, and the implementation strategies similar in some respects, the expressivity of this system is more similar to CBMC than to TESLA.

**3.1.2 Other Approaches**

While there has been a great deal of work derived from BMC on verifying systems software, there are also other approaches that do not share the same lineage.

Bessey et al. [6] describe the lessons learned when commercialising their static analysis research—many of these lessons are applicable to static analysis tools in general, particularly with regard to the perceived usability of a tool and how it is used in a non-research environment.

**MOPS**

Anderson et al. [2] identify MOPS [10] as being similar to TESLA in concept. The primary goal of MOPS is to discover potential vulnerabilities of C programs operating
in a Unix environment (where security properties may have whole papers dedicated
to explaining their subtleties, as is the case with setuid [11]). The authors used MOPS
to discover a number of vulnerabilities in well-known open-source software.

Properties in MOPS are expressed as finite state automata, with accepting states
representing an execution on which an unsafe event has occurred. The expression of
TESLA assertions is similar in concept to this, but with extensions to check function
arguments and return values. MOPS assertions express slightly different properties
to TESLA assertions (and vice versa). MOPS can assert properties such as “a call to
$f$ is immediately followed by a call to $g$”, while TESLA can assert that “if execution
reaches this program point, $f$ was previously called”. Broadly, however, the concepts
are similar.

The primary advantage of TMC compared to MOPS is the inclusion of assertion
site events for considering control flow only on certain paths, and the ability to check
a subset of the program’s data flow.

KLEE

KLEE [9] is a system for symbolic execution of programs in order to automatically
generate tests or prove assertions. It differs from other approaches described here as it
does not perform model checking—instead, it generates constraints that must hold for
a program point to be reachable, then solves the constraints to generate test inputs to
the program.

The primary motivation for this implementation style is to increase the source-level
coverage of a program’s test suite. This means exploring every possible execution
path, an approach that TESLA sought explicitly to avoid (by using automata bounds
and assertion site events). However, some of the ideas present in KLEE are relevant
to TMC—like the return value inference algorithm I describe in subsection 4.3.1, KLEE
uses an SMT translation of LLVM IR to solve constraint systems.

3.2 SMT

In this section I give a brief overview of the theory of SMT methods, as well as a sum-
mary of important work related to program analysis using SMT methods.

3.2.1 Background

The study of satisfiability modulo theories (SMT) is founded in boolean satisfiabil-
ity. The decision problem SAT was the first to be proven to be NP-complete [15]—its
statement can be given concisely as “Does there exist a consistent assignment of truth
values to the variables in a boolean formula such that the formula is satisfied?” SAT
exhibits the useful property of self-reducibility, meaning that any algorithm that solves
the decision problem can be used to find a satisfying assigment.
RELATED WORK

Many problems can be easily reduced to SAT (formally, any problem in NP can be reduced to SAT in polynomial time, and informally, its structure makes it a good choice for encoding some domain-specific problems). However, many other problems are stated with respect to a background theory such as integer arithmetic or finite arrays. The key idea of SMT problems is to allow for a background theory to be combined with a satisfiability problem.

Biere et al. [8, ch. 12] provide a formal definition of SMT problems, as well as several commonly-used background theories. For the purposes of this report, only a basic definition is required.

Terminology

A background theory is a collection of axioms that allow for interpretation of the symbols in a formula. For example, the background theory of integer arithmetic provides the standard interpretations of symbols such as $+$, $-$, $\times$, $0$ etc. A different background theory such as that of finite bit-vectors may interpret these symbols differently (for example, $+$ could be defined to wrap on overflow). Background theories are used because it is often either tedious or impossible to encode these axioms in propositional logic for a SAT solver.

Uninterpreted functions are the building blocks of SMT instances. No meaning is associated with these functions when an SMT problem is specified, only that they have a particular sort. An SMT solver may assign interpretations (definitions) to these functions in order to satisfy the instance constraints.

Tools and Standards

A great deal of research and engineering work is invested in the use of SMT tools. Two of the most commonly used solver implementations are Z3 [18] and CVC4 [5], but there are numerous others with individual strengths and weaknesses. There exist standards such as SMT-LIB [3] that specify textual input and output formats for SMT solvers. Standardisation in this way allows for competitive benchmarking of solver performance (the primary venue for this is SMT-COMP [14]).

3.2.2 Related Work

SMT solvers are a low-level tool—using them to solve a domain-specific problem involves translating the problem into a formulae in a particular theory. Because of this flexibility, SMT solvers have been used to solve a large number of different problems. For example, Microsoft list 58 publications related to Z3 [36] that span areas as diverse as cloud computing, real-time systems, and functional programming. Broadly, most applications of SMT methods involve some form of program analysis.

\[1\] Informally, sorts can be understood as “types” in a particular problem. Examples are the sorts of integers, booleans, and functions with particular domain and range.
Dahlweid et al. [17] provide VCC, a tool for proving partial correctness of C programs using annotations that describe invariants on data structures. These annotations are converted to an intermediate representation, then to an SMT problem to be verified. The annotations supported by VCC are somewhat different to TESLA assertions—they specify invariant rather than temporal properties. VCC was used successfully to verify the implementation of the Microsoft Hyper-V kernel.

PAGAI [21] uses SMT solvers to implement analyses based on abstract interpretation. For example, it can be used to discover invariants that hold at points in the control flow graphs, and to prove properties based on assertion reachability. The methods used in PAGAI to map LLVM IR onto an SMT problem are more sophisticated than those I describe in subsection 4.3.1—for example, PAGAI implements an arithmetic simplification method based on parallel assignments that allows for stronger invariants to be proved.
In this chapter I present the design and implementation of static analysis mechanisms for TESLA. First, I motivate this work by implementing a mutual exclusion lock instrumented with TESLA and demonstrating that performance improvements are possible by removing TESLA instrumentation code. I then fully describe TESLA assertions as finite-state automata. From this description, I implement TMC, a model checker for TESLA assertions.

4.1 Modelling Locks with TESLA

TESLA exposes run-time behaviour using program instrumentation, illuminating coverage of complex state machines and detecting violations of specifications. [2, p. 1]

Anderson et al. [2] draw attention to the suitability of TESLA for modelling and verifying state machines within a program. A simple state machine used in many programs is the mutual exclusion lock—in this section, I develop TESLA assertions for the usage of these locks and show the possible benefit of static analysis with respect to runtime performance. Figure 4.1 shows the state machine for a spin-lock implemented using a mutex with non-blocking acquire and release operations.

While the number of states and operations associated with this state machine is small, asserting correct usage involves temporal properties over both control- and data-flow. It will therefore be a useful running example throughout the rest of this chapter.

4.1.1 Lock Implementation

A possible implementation of a mutual exclusion lock using the C11 atomics library is given in Figure 4.2. The only operations permitted by the lock are non-blocking acquisition and release. Using an atomic member variable with a compare-and-swap function ensures thread-safety.

Figure 4.3 gives a possible implementation of a spin-lock as shown in Figure 4.1. Correct usage of such a lock can be summarised informally by a set of invariants:

1\footnote{Returns immediately with \texttt{true} if the lock was acquired, and \texttt{false} if it was not.}
**Figure 4.1**: State diagram for a mutual exclusion spin-lock, with states *unlocked (U)*, *locked (L)* and *error (E)*.

```c
struct lock_t {
    __Atomic(bool) locked
};

void lock_init(struct lock_t *lock) {
    atomic_init(&锁->locked, false);
}

bool lock_acquire(struct lock_t *lock) {
    bool f = false;
    return atomic_compare_exchange_strong(
            &(lock->locked), &f, true);
}

void lock_release(struct lock_t *lock) {
    lock->locked = false;
}
```

**Figure 4.2**: Implementation of a mutual exclusion lock with C11 atomics

```c
void lock_spin(struct lock_t *lock) {
    while(!lock_acquire(lock)) {}
}
```

**Figure 4.3**: Implementation of a spin-lock using non-blocking acquire
automaton(acq_rel, lock_t *lock) {
    acquire(lock);
    release(lock);
    tesla_done;
}

automaton(acquire, lock_t *lock) {
    ATLEAST(0, lock_acquire(lock) == false);
    lock_acquire(lock) == true;
    tesla_done;
}

automaton(release, lock_t *lock) {
    returnfrom(lock_release(lock));
    tesla_done;
}

Figure 4.4: Mutex lock properties expressed using TESLA

- Consumers can fail to acquire the lock any number of times
- Once the lock is acquired, no more attempts to acquire can be made
- The lock is released exactly once after being successfully acquired
- The lock is not released before it is acquired

4.1.2 TESLA Assertions

The properties described previously are well-suited to being expressed as TESLA assertions—they express temporal relationships between program events (calls to the functions lock_acquire and lock_release). Figure 4.4 shows a TESLA expression of the spin-lock usage properties using explicit TESLA automata.

I implemented a test suite of programs instrumented using these assertions. The test suite contained both correct and incorrect uses of the lock (with respect to the assertions in Figure 4.4), and was used to check that the invariants described previously were in fact properly checked by these assertions.

4.1.3 Performance Overhead

The lock assertions can be used to experimentally demonstrate the performance overhead of using TESLA instrumentation, motivating the removal of safe TESLA assertion code using static analysis.
Experimental Setup

The benchmark code used in this experiment created a number of threads, each of which attempts to sort a randomly chosen interval of a large shared array in a loop. Threads accessed the array under mutual exclusion, protected by a lock as described in Figure 4.2—this created contention on the lock, dependent on the number of executing threads.

A single TESLA assertion was added to the benchmark to assert the correct usage of the lock. Two versions of the program were compiled—one with the TESLA instrumentation added, and the other without. Both versions were compiled using release build settings.

Both programs were run with the same parameters (threads sort an interval of size 15,000 from a larger array of size 500,000, and the number of threads was varied from 8 to 40), with results averaged over 5 runs of the program. The benchmarks were run on a dedicated server (Intel Xeon E5-1620 3.6 GHz, 8 cores, 64GB of RAM) running FreeBSD 11.

Results

The uninstrumented binary is 25% smaller than the instrumented binary (19.1 KiB vs. 25.3 KiB).

The results from running the two benchmark programs as described above are shown in Figure 4.5. At low levels of contention there is little difference between the programs—this is because the TESLA instrumentation code is only executed during acquisitions and releases of the lock. However, at higher levels of contention more time is spent in the TESLA instrumentation code (because each call to lock_acquire is more likely to fail, more calls are made), and the instrumented version becomes slower relative to the uninstrumented version.

By manually removing assertions that lie on a frequently executed code path, a run time performance improvement is observed. A decrease in binary size is also observed. This result motivates the use of static analysis on TESLA-instrumented programs—if instrumentation code can be removed automatically, then the same performance improvements should be attainable.

4.2 Formalising TESLA Assertions

To statically analyse the correctness of TESLA assertions, their semantics must be defined. In particular, we are interested in the “bad things” that cause an assertion to fail at run time, and how these can be detected at compile time.

TESLA assertions “have a natural expression as finite-state automata that can be mechanically woven into a program” [2, p. 3]. However, the exact manner in which these automata are constructed is not given in full in the paper. In this section, I define the semantics of TESLA assertions by providing the full translation into finite-state automata. These automata consume strings of program events, accepting a sequence
if it is valid with respect to an assertion, and rejecting it otherwise. A definition of program events is given below.

The automata constructions given in this section are nondeterministic with $\varepsilon$-transitions. It is worth noting the well-known result that a non-deterministic automaton with $n$ states can always be converted to an equivalent deterministic automaton with up to $2^n$ states [37]. However, in practice the automata constructed using the methods described in this section do not experience an exponential increase in size.

A TESLA-specific issue is that there may be many instances of the same automaton “in-flight” at the same time (for example, if multiple locks are allocated on the heap and assertions are made of them)—the constructions I describe represent a single automaton instance.

### 4.2.1 Program Events

Single program events have no recursive structure (they define only an event category and associated metadata). As a result, the automata they define are very simple. 

![Figure 4.5: Runtime of instrumented and uninstrumented benchmarks at varying levels of lock contention](image-url)
Figure 4.6: Program event automaton

Figure 4.7: Single repetition sequence automaton

ure 4.6 shows the constructed automaton for an arbitrary program event $e$—it has a single transition from the initial state to the accepting state, labelled by the event $e$.

The structure of this automaton is the same no matter what event $e$ it was constructed for, and it captures all the metadata associated with $e$. In section 4.3 I give a full description of how these properties are used to check properties of a program.

4.2.2 Composition

There are two ways in which TESLA automata may be composed—sequential ordering and disjunction. These assertions have recursive structure (i.e. they contain other assertions), and so their constructed automata are defined as compositions of other automata.

By convention, sub-automata are shown inside dashed boxes. Accepting states inside these boxes are the accepting states of the sub-automaton, and dotted lines indicate transitions that are internal to the sub-automaton.

Sequential Ordering

The primary temporal relationship TESLA can express is sequential ordering. Sequence assertions specify an arbitrary list of events that must happen in order, along with an upper and lower bound on the number of times the sequence may be repeated (the upper bound may be infinite).

A sequence that occurs exactly once simply links each sub-automaton’s accepting state to the next’s initial state with an $\varepsilon$-transition. Figure 4.7 shows this construction for two sub-automata.

From a single repetition, an automaton that can recognise an infinite number is
obtained by adding an $\varepsilon$-transition back from the accepting state to the initial state (as shown in Figure 4.8).

If the upper bound is finite, copies of the entire sequence are chained together to form the overall automaton. The copies in the accepting range have an $\varepsilon$-transition to the final accepting state. Writing automata with a large but finite number of repetitions has a direct effect on program size as a consequence of this construction.

Sequential orderings of events must include a reference to an assertion site (the source location where an assertion is made). The logical property expressed by a sequential ordering is then “on an execution path that includes this assertion site, all the events named in the sequence occur exactly in order”. There is no restriction on where in the program’s execution the events occur.

**Disjunction**

TESLA can also express inclusive and exclusive disjunction of sub-automata. Anderson et al. [2] specify a cross-product based construction for the inclusive case, where $a \lor b$ means that either or both of $a$ and $b$ can occur. The exclusive case ($a \text{ xor } b$) where only one of $a$ or $b$ may occur is simpler to construct, and an example is shown in Figure 4.9.

Inclusive-or expresses the property that at least one of the events named occurs, but that it is not an error for the other events to occur as well. Exclusive-or expresses the property that exactly one of the named events can occur, and it would be an error for any of the others to occur as well.

---

2i.e. those where the number of repetitions is greater than or equal to the lower bound and less than or equal to the upper bound.
4.3 TMC: a TESLA Model Checker

In section 4.2 I gave a translation from TESLA assertions to nondeterministic finite automata with transitions labeled with program event assertions. These automata act as specifications for a program. Checking whether a program is correct with regard to its specifications is a model checking problem in the style of Clarke and Emerson: “[to] mechanically determine if the system meets a specification expressed in propositional temporal logic.” [12, p. 2]

In this section I describe the methods used to check a program against its specifications as derived from TESLA assertions. I first describe an SMT-based algorithm for computing data-flow information for an individual program execution. Using this analysis together with a form of bounded model checking, I implement a model checker (TMC) for TESLA assertions. Finally, I discuss the limitations and potential improvements that could be made to this approach.

4.3.1 Data-flow Inference

TESLA allows for properties of data flow to be asserted—in particular, the value of arguments passed to functions and the value returned by a function call. Checking arguments passed to functions can be performed with only minor modifications to existing TESLA code, and so in this section I describe only the algorithm used to check function return values.

Stated formally, the property we are interested in checking is “on a particular execution path, can we infer that a function call returned a fixed value?”. In this section, I describe an algorithm for performing this inference by translating LLVM functions to SMT problems.
Encoding LLVM IR as SMT Formulae

In section 3.2 I gave an overview of SMT methods, their history and relevant terminology. Building on this background, in this section I describe how an LLVM function can be translated to an SMT problem that can be used to solve the return value inference problem described above.

A subset of LLVM IR can be easily translated to an SMT formula. For example, the LLVM instruction \( %3 = \text{add} \ %1, %2 \) can be seen as a formula stating that \( %3 = %1 + %2 \), whatever interpretation is given to the values \( %1 \) and \( %2 \). This encoding relies on a particular background theory (for example, the theory of finite bit vectors) to supply the semantics of \( + \) and other operations. All of the LLVM binary and comparison operators can be translated to interpreted SMT functions using this method.

Function calls and loads from memory are translated to uninterpreted functions—we have no a priori knowledge of the value they will take at run time, but they can be assigned values in a satisfying model for the problem.

A single execution path through a function is a finite sequence of basic blocks starting at the entry block. The blocks executed in the sequence constrain the values of branch conditions (the LLVM values on which conditional branches are predicated). These constraints are then added to the SMT problem as assertions.

Applying this translation to a single execution path yields an SMT problem, the solution to which produces an assignment of values to LLVM variables. It is possible that some variables are left unconstrained (if no conditional branches depend on their value), or that multiple values are satisfying assignments. In order to check whether a valuation is unique for a given variable, we construct an augmented problem that contradicts the original model. If this problem is unsatisfiable, the original solution was unique.

Finally, after translating a function execution and finding a unique model, we are left with a mapping from call sites to fixed return values (on this execution path). If a call site has a value in the mapping for an execution path, we know that that value must be observed on the execution. Otherwise, we assume no knowledge at all of the value returned at a call site.

Implementation

The algorithm described above is an intraprocedural one; all the LLVM values in the SMT translation need to exist in the same function. Implementing it therefore requires several transformations to be made to a function before it can be translated to an SMT formula. First, the function must be completely inlined. This is achieved using existing

---

3 At least for the properties relevant to this problem—a full translation of the LLVM semantics would be more complex.
4 Except floating point operations, which are unsupported by TESLA in general.
5 This lets us divide call sites cleanly between those we know about, and those we know we don’t know about.
LLVM library code (with the caveat that recursion can only be inlined up to a finite depth).

When a function is inlined, all calls to it are removed—this means we lose information about arguments passed and values returned. This problem is resolved by adding calls to stub functions before and after each call site to be inlined. Each stub function receives the same arguments as the call being made, and the return value of the call is replaced by the return value of the “after” stub. This means that relevant call graph information is preserved in the inlined function. The inlined function can become very large for wide assertion bounds (for example, main or a system call).

Execution sequences are generated from the inlined function by walking its control flow graph to a specified finite depth—this finiteness condition is addressed further in subsection 4.3.2. Repeated basic blocks from loops in the graph are handled by simply duplicating the blocks. Figure 4.10 shows a single trace taken from one of the programs in the mutex test suite from subsection 4.1.2 after these transformations have been applied.

Figure 4.10 illustrates the steps performed here—the LLVM basic blocks %lock_acquire.exit and %do_work.exit are inlined from different functions, and function calls have been replaced with calls to entry and return stub functions.

The Z3 SMT solver [18] is used to construct and solve the SMT problem corresponding to an execution sequence. Z3 was chosen as a production-quality SMT implementation with a well-documented C++ API, but the techniques used apply equally well to any SMT solver implementation. Figure 4.11 shows the SMT translation of the LLVM IR in Figure 4.10, given in SMT-LIB standard syntax [4].

4.3.2 Model Checking Algorithm

Given the SMT-based mechanism for determining function return values described above, a model checking algorithm for TESLA assertions can now be defined. This algorithm is defined in terms of execution traces over an LLVM function (as defined previously), along with the finite-state automaton translation of an assertion given in section 4.2.

Execution Traces

TESLA assertions are bounded by beginning and end events. In TMC, for ease of implementation we consider only assertions bounded by entry and exit to the same function. Other specifications of a bounding interval are possible, but in practice most TESLA assertions tend to be bounded by a function in this way. Possible executions are then sequences of basic blocks that begin at the function’s entry block.

TMC generates all possible executions through the inlined bounding function up to a given length maximum length. On each of these generated executions, we compute

---

6In this example, __tesla_sink is a basic block added to preserve control flow information.
7The FreeBSD assertions written by Anderson et al. [2] are all bounded by a system call and corresponding return, for example.
define i32 @trace_main_5() {
    call void (...)* @__tesla_inline_assertion(...)
    call void @__entry_stub_do_work()
    %2 = call i1 @__entry_stub_lock_acquire(...) ; locking code omitted
    br i1 %5, label %__tesla_sink, label %lock_acquire.exit

lock_acquire.exit: ; preds = %6
    %7 = call i1 @__return_stub_lock_acquire(...)   
    %8 = xor i1 %7, true
    br i1 %8, label %__tesla_sink, label %do_work.exit

do_work.exit: ; preds = %lock_acquire.exit
    call void @__entry_stub_lock_release(...)         
    call void @__return_stub_lock_release(...)       
    call void @__return_stub_do_work()              
    ret i32 0

__tesla_sink: ; preds = %lock_acquire.exit, %1
    unreachable
}

Figure 4.10: LLVM IR to be translated into an SMT problem

(declare-fun |%5| () Bool)
(declare-fun |%7| () Bool)
(define-fun |%8| () Bool (xor |%7| true))
(assert (not |%5|))
(assert (not |%8|))

Figure 4.11: SMT translation of LLVM IR

function return values using Z3 as described previously. Then, the execution is checked
for acceptance against the finite-state automaton obtained from the original assertion.
If all possible executions are accepted by the automaton, then the assertion cannot fail at runtime. Its instrumentation code can therefore be removed safely from the program. If an execution is not accepted by the automaton, then a counterexample has been found—we can demonstrate an execution path on which the assertion may not hold, and the reasons why it may not hold. Figure 4.12 shows a counterexample generated from one of the mutex test programs (the full DOT output for the finite-state automaton has been omitted for brevity). All executions are either accepted or not accepted—there is no “don’t know” outcome.
Unexpected event in state s3:
  return from lock_acquire (return value == 1)

FSM:
  digraph {
    ... 
  }

Call stack:
  call: lock_init
  return: lock_init
  call: do_work
  call: lock_acquire
  return: lock_acquire
  call: lock_acquire

Figure 4.12: Counterexample trace generated from a mutex test program

Checking Execution Traces

In this section I describe how an execution trace can be checked against a specification automaton. I first describe how individual state transitions are checked, and from there define a notion of acceptance for an entire execution trace.

Each execution trace is a finite sequence of LLVM instructions. For each instruction in the sequence, the following checks are made:

- Is the instruction a function call? (all checkable program events are expressed as function calls in the IR—either to entry or return stubs, or to the internal TESLA assertion site function).
- If it is, is it accepted by any of the edges from the current state?
- If none of the edges accept the function call, does there exist an edge elsewhere in the automaton that would accept it?

Whether or not an individual edge accepts a program event is defined in terms of the event’s type and metadata—if the event’s metadata matches the edge’s, then the event is accepted. For edges that specify a function return value, the check also verifies that the mapping generated from the SMT problem includes a matching entry.

Assertion failures occur when an event is not accepted by the current state, but could be by another state in the automaton. Events that are not accepted by any state are not relevant to the automaton, and so can be ignored.

It is now possible to define when an execution trace is accepted by the specification automaton. As noted previously, traces do not have to be complete—they may
not reach a terminating block for the function. Separate definitions for complete and incomplete traces must therefore be given.

A complete trace ends in a basic block with no successors, and is accepted if the state reached after all instructions have been checked is an accepting state. Incomplete traces are accepted if an accepting state is reachable from the final state reached. In both cases if an unexpected event occurs, the execution is not accepted. The difference in semantics between complete and incomplete traces is discussed in some depth by Eisner et al. [20]—in particular, their description of a “weak view” corresponds to the checking criteria for incomplete traces described previously.

4.3.3 Results

TMC was able to correctly check all the examples from the mutex test suite described in subsection 4.1.2. Correctness here means that a program checked by TMC should behave identically to one with the default TESLA instrumentation—all the test programs produced identical behaviour when run after having their instrumentation removed by TMC.

Field Assignments

As noted previously, TMC cannot check any assertion that contains a structure field assignment. This limitation arises because field assignments are inherently value-dependent—locating the IR instruction that assigns to a structure field is easily done, but computing the value assigned is not easy (in the general case).

A TESLA-specific solution to this issue would be to devise a way of splitting assertions such that statically provable components are proved where possible, leaving behind components of the assertion that must be instrumented dynamically. This approach would require major changes to some TESLA internals, and was found not to be feasible within the scope of this project. The SMT methods for function return value inference may also be applicable (with some adaptation).

---

8Incomplete traces are required to deal with code that may enter an infinite loop or sequence of recursive calls.

9The weak view asserts that “nothing has yet gone wrong” [20] p. 29, while the strong view asserts that an assertion is “already” satisfied on a truncated execution path.
5 Applications

In this chapter I discuss potential applications of statically checked TESLA to practical software engineering scenarios. I provide an analysis of how coding style can make writing TESLA assertions for a system more difficult, with reference to a large open-source library. Then, motivated by this difficulty, I describe a general method for applying TESLA to library interfaces with minimal modification to client code. Finally, I demonstrate a practical application of this technique by adding TESLA instrumentation to the interface of a LWIP, a widely-used network protocol library.

5.1 LWIP

An initial goal of the project was to investigate how TESLA might be applied to verify the behaviour of a larger state machine such as that of TCP. However, this verification proved to be more difficult than anticipated due to a number of C programming idioms and design choices present in LWIP.

In this section I investigate the application of TESLA to LWIP [19], a widely used, portable implementation of the IP protocol stack. I describe difficulties encountered in this process with reference to the LWIP source, as well as an analysis of how code written from scratch with TESLA instrumentation in mind could mitigate these issues.

5.1.1 Structure

LWIP is distributed as a configurable library so that it can be built on virtually any platform with a C compiler—interfaces to network buffers, timers and other platform-specific code are abstracted so that their implementation can be supplied by users. Configurations for widely used operating systems (generic Unix, Windows etc.) are distributed as a secondary library together with example applications.

The core networking code of LWIP is around 57K lines of C[1] This code includes implementations of IPV4, IPV6, TCP, UDP and several application-layer protocols. The secondary library has around 13K lines of C, mostly contained in implementations of executable server applications (HTTP, Telnet, SMTP etc.).

[1] Not including header files or tests.
err_t tcp_bind(struct tcp_pcb *pcb, const ip_addr_t *ipaddr, u16_t port);
err_t tcp_close(struct tcp_pcb *pcb);
struct tcp_pcb * tcp_listen_with_backlog(struct tcp_pcb *pcb, u8_t backlog)

Figure 5.1: Function declarations from the LWIP TCP implementation.

5.1.2 Investigation

The goal of my investigation into LWIP was to instrument the core TCP implementation with useful TESLA assertions, then to demonstrate that performance improvements were attainable by applying static analysis to this instrumentation.

Before any investigation could be performed, a version of LWIP built using TESLA was required. Each of the LWIP-based server applications is built using a Makefile that compiles the core library separately, then links the application-specific code with the core library. Modifying this build system to use the TESLA infrastructure was not difficult, as much of the setup (flags, includes, linking etc.) was in place already—the only changes needed were to add the extra TESLA-specific rules and to compile to bitcode instead of object files. The changes made totalled 49 lines of Makefile code.

The end result of this modification was that any of the example applications distributed with LWIP could be instrumented and built using TESLA. Based on this modified build of LWIP, I investigated how TESLA could be applied to internal library code. The remainder of this section describes the features found in the source code that made applying TESLA (statically analysed or otherwise) more difficult.

TCP State Implementation

At the core of the TCP protocol implementation is a structure representing a single TCP connection (struct tcp_pcb). Almost all of the TCP protocol implementation is expressed in terms of these structures—Figure 5.1 contains some function declarations taken from the source code that use the structure.

Such heavy reliance on structure fields is less than ideal because TMC cannot check assertions that reference structure field assignments, though checking assignments to structure fields is within the capabilities of runtime TESLA instrumentation. A further complication is that the implementation is not consistent in its use of PCB structures—some functions modify a structure instance passed to them (tc_pbind, tcp_close), while others return an entirely new instance (tcp_listen_with_backlog). The latter style of function is more difficult to instrument effectively in TESLA because the object being asserted about may change midway through an assertion, which is difficult to express using the TESLA assertion language.
Macro Usage

In order for LWIP to be universally portable, it makes heavy use of the C preprocessor for a number of reasons. For example:

Platform-specific implementations The implementation of some functions can vary from system to system (e.g. endianness conversion functions). Macros are used to select the correct implementation of these functions without the overhead of a function call. This means that any TESLA assertions added to these functions would become platform-specific, and duplicated between implementations.

Conditional Compilation Almost every feature of LWIP can be enabled, disabled or modified at compile-time by setting the correct preprocessor definitions (this is what allows LWIP to be used so effectively on systems with limited resources). This feature is used in places to conditionally change the fields contained in a structure—any assertions written about that field must then be aware of the required #ifdef context.

Inlined Functions Some simple “functions” in LWIP are expressed using macros to guarantee that there is no function call overhead, rather than relying on the compiler to inline them. These function-like macros cannot be asserted about by TESLA, and are difficult to distinguish in source code.

Together, these uses of the macro system make TESLA instrumentation more difficult to add to the LWIP source.

Control Flow

TESLA assertions are most useful (especially when using static analysis) for asserting properties related to control flow events. However, the style in which LWIP code is written means that there is little explicit control flow within the protocol implementation itself—many functions perform complicated work on a PCB structure, then call only a single other function to send a packet.

In addition to the long functions and shallow call graph in the TCP implementation, applying TESLA becomes even more difficult because of the way users of the TCP implementation call into it—code that uses the TCP implementation must register a set of callback functions that are called at certain points in the protocol’s execution. This means that control flow moves between user and library code through a dynamic interface that cannot be reasoned about easily with TESLA. Figure 5.2 shows an extract from the TCP echo server in which these callbacks are registered.

Registered callbacks are stored as members of a PCB structure. This behaviour defeats TESLA instrumentation (both static and dynamic)—there is currently no way to express “the function pcb.member is eventually called” in the assertion language. Unfortunately, these callback functions contain much of the behaviour that would be

---

2Because TESLA runs after preprocessing has been applied to the source code.
APPLICATIONS

tcp_recv(newpcb, tcpecho_raw_recv);
tcp_err(newpcb, tcpecho_raw_error);
tcp_poll(newpcb, tcpecho_raw_poll, 0);
tcp_sent(newpcb, tcpecho_raw_sent);

Figure 5.2: Callback registration for a user of the LWIP TCP implementation

well-served by TESLA instrumentation. For example, the LWIP documentation describes the mandated behaviour of a particular callback function:

When the application has processed the incoming data, it must call the tcp_recved() function to indicate that TCP can increase the receive window. [30]

Because of the callback interface, instrumenting the invariants of this function could only be done by the consumer of the library (rather than the author of the library). This means that the author of the library can do little beyond documentation to ensure correct usage of the API functions. In section 5.2 I show how this problem can be partially solved using TESLA.

Anderson et al. [2] did not encounter the problems related to callbacks that I describe here—the assertions they wrote are targeted at a complete system implementation where every function of interest is known ahead of time. This means that even if a function is called through a structure interface, it can still be instrumented. This is not the case when unknown user code is responsible for registering the callback functions, as is the case with LWIP.

5.1.3 Summary

The LWIP TCP library presents an interesting target for verification with TESLA. However, the style in which the library is written means that applying TESLA assertions to the internal code is both difficult and unlikely to yield any useful insight into the behaviour of the library. Further informal investigation into the FreeBSD TCP implementation yielded much the same conclusions, and it is likely that other similar libraries would suffer the same problems. Additionally, the use of a callback-based API for users of the library means that TESLA cannot be directly applied in the situation where it would be most useful (enforcing temporal assertions on consumer code). An interesting direction for future work would be to quantify the degree of modification required for library code to be usefully instrumented with TESLA.

5.2 Safer Library Interfaces with TESLA

In this section I describe the implementation of a mechanism by which a library can use TESLA assertions to verify correct usage of the library by user code. First, I relate
the problem to the difficulties encountered when attempting to apply TESLA to LWIP in section 5.1. Then, I describe the construction of such an interface using TESLA. Finally, I successfully apply the technique to an existing server application from the LWIP distribution.

5.2.1 Motivation

In section 5.1 I investigated how TESLA instrumentation could be applied to the internal implementation of LWIP, concluding that the most useful place for instrumentation is at the boundary between user and library code. However, the use of user-registered callbacks means that the library cannot use TESLA to make assertions on user behaviour.

A solution to this problem should allow users to consume the LWIP libraries as they would when using the callback API, while also allowing the library to add TESLA assertions about the behaviour of user code. This would mean the library is able to enforce temporal safety properties of user programs without any prior knowledge of the programs.

5.2.2 Implementation Strategy

LWIP distributes a number of example applications that consume the internal TCP API by using callbacks as described previously—the simplest of these is an implementation of the echo protocol [35]. In this section I describe a modified version of this application that includes TESLA assertions supplied by the library.

In normal usage, a program using the LWIP TCP library calls a library function with a function pointer argument to register their application-specific callbacks. This is a very flexible approach that gives the program fine-grained control over how it interacts with the library. Figure 5.3 shows how the program interacts with a library using this approach.

To add TESLA assertions, user programs must implement a static interface that can be linked with the library. The primary loss of flexibility with this approach is that users cannot change their callback functions at compile time. However, this is not yet a complete solution. Each TESLA assertion must be placed at a source location on the execution path it asserts over—intuitively, this would be within the user-supplied interface functions themselves. Because the definitions of these functions are not available to the library ahead of time, it must implement wrapper functions. These wrappers call through to the user-supplied interface functions, as well as containing the library TESLA assertions. Figure 5.4 shows how a program interacts with the library in this modified usage model.

Adapting the echo server to use this model required only that the wrapper functions and corresponding assertions were written—almost no modification of the application code was required beyond removing the callback registration calls.

This adaptation results in two versions of the server application—one where static analysis has been applied to the library assertions, and one where it has not been.
5.2.3 Summary

In this section I have shown how TESLA can be used by library developers to apply temporal assertions to users of the library without prior knowledge of the user code. Additionally, I have demonstrated a method for adapting library interfaces not explicitly designed with TESLA instrumentation in mind. This technique was applied successfully to an existing application (with minimal modification to application code). In section 6.2 I give a detailed evaluation of the performance of the instrumented applications.

The methods developed have some shortcomings when compared to typical C library development:
Applications

Distribution A library developed using these methods must be distributed as LLVM bitcode together with the associated TESLA manifest—this means that users must install the TESLA toolchain and adapt their build process to use the library.

Safety TESLA assertions on a library interface can only usefully enforce properties of the functions in the interface—it is easy to construct user code that circumvents these assertions by executing unsafe code (for example, “casting data to char * and manipulating raw bytes” [2] p. 13)).

Performance If the user code is amenable to static analysis, then the performance impact of TESLA is minimal. However, this is dependent on how the user code is written.

Despite these issues, the interface adaptation technique is still a useful tool for library developers to prevent bugs in user code. Additionally, it represents a significant generalisation compared to previous applications of TESLA.
6  |  Evaluation

In this chapter I evaluate the success of the project with respect to its initial goals, and examine how future work could improve on what has been achieved.

6.1 Static Analysis of Assertions

The primary goal of this research project was to investigate to what extent TESLA assertions can be checked at compile time, with a view to performing optimisation of instrumented programs by omitting provable assertions. With respect to this goal, the project has been successful.

6.1.1 Contributions

My primary contribution with regard to static analysis of TESLA assertions is the TESLA model checker (TMC)—a significant addition to the existing TESLA toolchain. The assertion language used by TESLA is able to express temporal properties not expressible in comparable tools; static analysis of a subset of these assertions is therefore a useful and novel development in the field of program verification.

In subsection 6.2.2 I show that being able to omit provable automata using TMC leads to a performance increase of 64% on an example workload with only 5 assertions, a significant performance improvement. Additionally, counterexamples generated by TMC provide a valuable debugging tool to help developers understand the situations in which their assertions may fail—even if an assertion is not provable, being able to demonstrate situations in which it can fail is useful.

6.1.2 Regression Testing with TMC

To evaluate the usefulness of TMC as a development tool, I used it to perform retroactive regression testing on two applications distributed as part of lwIP (implementations of the echo and SMTP protocols). For each application, I identified a temporal property required of the application callbacks. For example, the SMTP callback for connection close events required a property similar to the one shown in Figure 6.1. The properties used were taken from the applications at their initial working commits.

TMC was able to prove the chosen property initially for the SMTP server, but not for the echo server because of an “exceptional” branch on which the assertion did not hold.
ELA\_WITHIN(smtp\_close, eventually(
  call(tcp\_arg),
  tcp\_close(ANY(ptr)) == ERR\_OK || call(tcp\_arg)
));

Figure 6.1: Temporal property required by an SMTP implementation callback

I applied historical commits to the applications in sequence, checking the property at each commit. For the SMTP server, the property was proved by TMC at each commit. For the echo server, the property was provable after a commit refactored the relevant code.

An attempt was made to reproduce a known bug from the LWIP database, but this was not possible—the applications using the LWIP API did not have any bugs registered in the database. A different choice of library may give better results with regard to bug-hunting. However, this is not an indictment of the usefulness of TESLA and TMC—Anderson et al. [2] conclude that TESLA is a useful bug-finding tool, and TMC is a strict improvement on the capabilities of TESLA.

6.1.3 Performance

Running TMC is computationally expensive—the number of execution traces examined depends on both the length bound and the complexity of the control flow graph. However, because traces are examined in order of length, a minimal counterexample will be produced as quickly as possible if one exists. In practical terms, this means that TMC will only run for a long time if an assertion has no counterexamples. For example, checking any incorrect test case from subsection 4.1.2 with a bound of 1000 basic blocks takes less than 0.1s, while the successful cases take approximately 125s.

This informal observation relies on the hypothesis that counterexamples are almost always minimal. I argue that this is the case for automata that do not place finite upper bounds on sequence repetition—if this holds, then the size of the automaton (and therefore of minimal counterexamples) is bounded by the number of separate statements in the automaton. A full analysis of automaton structure may be able to formalise this argument.

Model checking TESLA assertions is likely to remain an “offline” tool for developers—for development builds, the runtime overhead of TESLA instrumentation is likely to be acceptable, while running TMC for several minutes is not likely to be. For release builds, running TMC for a long period of time (by a continuous integration tool, for example) would be an acceptable trade-off to improve runtime performance.

Informal analysis indicates that the complexity of TMC is polynomial in the number

---

1 All the bugs are instead relevant to the internal implementation.
EVALUATION

of basic blocks bounding the counterexample length. Performance can be significantly improved in two primary ways:

- LLVM implements a control flow graph simplification pass that can potentially reduce the number of conditional branches. Running this pass after the inlining process led to a significant performance improvement.

- Narrower bounds for assertions will naturally lead to less complex control flow in the inlined function—this is the responsibility of the assertion author.

I estimate that the corpus of 84 TESLA assertions written by Anderson et al. [2] for the FreeBSD kernel could be checked by TMC during an overnight build of the kernel (8–10 hours). This time estimate relies on the fact that some of the assertions are not provably safe. Improvements could be made to this time by parallelising TMC, or by not rechecking assertions on unmodified code paths. A formal measurement of this time was not possible because the assertions were written against an older version of TESLA not supported by TMC.

6.1.4 Correctness

TMC implements a decision procedure (“is this assertion usage safe to remove?”). False negatives result in redundant instrumentation code being left in a program, while false positives result in dynamic checking being unsafely removed. As a result, TMC must be completely free of false positives in order to be correct. Livshits et al. [28] advocate for soundness as a goal of program analysis. In this spirit, I acknowledge that TMC is unsound in two important ways: trace length and inlining depth. If these two parameters are sufficiently large (for a program being analysed), then the analysis I present is sound.

During development, any false positives were treated as serious bugs. During my instrumentation of the LWIP library interface (and other work not included in this dissertation), I encountered only a small number of these, all of which were corrected. Future work on testing TMC could use techniques from automatic test generation or fuzzing to ensure no false positives are found.

6.1.5 Future Work

Future work on TMC could improve it in a number of ways. The use of non-symbolic model checking is not optimal—adapting it to construct a symbolic representation would allow it to take advantage of wider improvements in the field of model checking.

The TESLA assertion language could be extended to allow richer properties of function return values to be expressed (e.g. “function f returns a value > 0 and ≤ 10”).

\[^{2}\text{In short, soundness is “soundness modulo openly-stated exceptions”}.\]

\[^{3}\text{Some “unsafe” behaviour remains because of bugs in the original TESLA implementation.}\]
SMT methods are well suited to this type of expression. Another interesting extension would be to allow a non-sequential syntax for describing complex automata explicitly, though integrating this with the clang-based assertion parser would be difficult.

Kashyap and Garg [25] describe a method for discovering “crucial events” in traces—these events can be used to perform more intelligently directed search for counterexamples. Applying these techniques to TMC could improve checking performance when counterexamples are not the shortest traces.

6.2 Application to Real-World Code

A secondary goal of the project was to investigate how TESLA could be used to verify the behaviour of a network protocol. In particular, performance-sensitive code was of interest here in order to show the potential benefits of applying static analysis to TESLA assertions. While this goal was not directly successful, the investigation into how such code could be modelled led to an explicit analysis of source code features that make TESLA assertions less applicable, as well as to a general method for applying TESLA to library interface code.

6.2.1 Contributions

The approach taken by Anderson et al. [2] towards using TESLA placed it firmly in the category of debugging tools—that is, TESLA instrumentation could be added to a program in order to diagnose bugs, but it would be removed in a release build due to the associated runtime performance overhead. The use cases described in the original TESLA paper are all applications to individual programs or libraries where this debugging process has been used successfully. However, it is worth noting that the original uses of TESLA all involve instrumentation on system boundaries in much the same way as the general usage I describe (though this is not stated explicitly in the paper).

I contribute a more general usage of TESLA—library developers can use TESLA to enforce usage properties of their code without having prior knowledge of the user’s code. This method is applied successfully to the lwIP TCP callback library. While applying TESLA in this way is possible without my extensions for static analysis, the performance impact of doing so can be prohibitive. In subsection 6.2.2 I perform a detailed performance analysis of this performance impact, and the possible improvements that can be made.

6.2.2 Performance

In section 5.2 I described an adaptation of the lwIP TCP interface to allow for TESLA instrumentation, and demonstrated that it could be used to build existing applications

4In particular, the boundaries identified are the OpenSSL X509 verification API, the FreeBSD MAC framework and the Objective-C message dispatch mechanism.
with almost no modification of their code. However, adding TESLA instrumentation incurs a performance overhead for the application.

In this section I analyse the overhead of TESLA instrumentation in the context of an echo server written using the lwIP TCP library. I show that even with as few as five assertions, performance is degraded by 40%. Finally, I show that applying TMC to these assertions can reduce the overhead significantly, and in some cases remove it entirely.

Experimental Setup

A useful benchmark for an echo server is to measure how many requests of a fixed size it can handle in a fixed time period. An existing tool by Hoyer [23] was used to perform this benchmark—the tool runs for a fixed length of time, sending as many messages to a server as it can (using a configurable number of threads).

Three versions of the echo server were compared in this experiment—an unmodified one compiled directly from the lwIP sources, one with TESLA instrumentation enabled, and one where TESLA instrumentation was removed by TMC (referred to as unmodified, instrumented and static respectively).

The benchmarks were run on a dedicated server (Intel Xeon E5-1620 3.6 GHz, 8 cores, 64GB of RAM) running FreeBSD 11. The benchmark was run for 60 s with a message size of 512 bytes in every case, and the number of sending threads was varied from 1 to 10.

For the instrumented and statically analysed versions, the library wrapper code contained five TESLA assertions covering the possible library calls that the user code could make. All of these were reported as safe by TMC.

Results

In all three version, throughput was saturated when sending on two or more threads—using more threads to send data had no effect on throughput. The mean throughput over 2–10 sending threads was therefore used as a measure of the maximum possible performance of each server (relative to the unmodified server implementation).

Figure 6.2 compares the relative throughput for each implementation. The version with runtime TESLA instrumentation achieves only 61% throughput when compared to the unmodified version, while the version with static analysis applied achieves 84% throughput.

Even though all TESLA automata were reported as safe by TMC, some TESLA code remains in the binary. Using Callgrind [38] (a simulation-based profiling tool) shows that the statically-analysed server spends a large portion of its execution time in the TESLA runtime library (performing redundant work).

Because the overhead of the remaining TESLA instrumentation is high, even when there are no automata, I extended the instrumenting tool with an optimisation to handle this case. The resulting server implementation achieved 99.4% throughput com-
Figure 6.2: Effect of TESLA instrumentation and library interface adaptation on echo server throughput

pared to the unmodified server. While this performance result is appealing, it is worth noting that it will only be possible when every automaton is statically provable.

Analysis

It is clear from these results that TESLA instrumentation has a significant impact on performance. In this section I analyse the causes of this overhead by using the hwpmc tools available in FreeBSD.

Hardware performance counters are a set of specialised registers available on modern processors that can be used to measure architectural and microarchitectural performance events. For example, the number of mispredicted branches or the number of cache line misses are commonly made available. The exact data available varies between architectures, and even between different models of processor on the same architecture. FreeBSD makes these performance counters available to user programs through the hwpmc driver and associated tooling.
Using these counters can have an effect on the performance characteristics of a program. In order to verify that this effect was acceptable, the experiment described above was repeated with five performance counters enabled. There was no significant change in relative performance when running with counters enabled—the maximum deviation from the results given above was 1.7%.\(^5\)

The performance counters enabled were as follows: the number of instructions retired, the number of load instructions retired, and the number of loads from the L1, L2 and L3 caches respectively. Each counter was run in sampling mode, meaning that data was obtained by statistical sampling over all the events observed. Each server was sampled over the course of a fixed-size data transfer, with the size of the data used varying from 10–150MB.

An approximation to the amount of work performed by each version is the total number of instructions retired. Figure 6.3 shows the number of instructions retired during these transfers for each server version.

The number of instructions retired is proportional to the quantity of data being transferred by the server. On average, the statically analysed server retired 1.37× the instructions of the unmodified server, while the instrumented version retired 2.49× as many. Further experiments with much larger data files showed that this relationship continues to hold.

The memory access patterns for each version are almost identical—for each one, 28% of the total instructions retired are load instructions, of which 94% are served by the L1 cache, and less than 0.2% by the L3 cache (although because the total number of instructions executed is greater, the total number of loads from the L3 cache and cache misses will increase).

A similar analysis was performed for instruction cache misses, with the same conclusion—TESLA instrumentation did not proportionately change the microarchitectural performance characteristics of the server implementations.

The sampled counter data can be used to show where instructions are retired during execution. Figure 6.4 shows a sampled excerpt from the instrumented server. From this data we can see that TESLA automaton operations account for 37% of the retired instructions, with 25% corresponding to state updates and 12% to lifetime management.\(^7\)

The equivalent data for the statically analysed server (in Figure 6.5) shows where the remaining overhead arises. Calls to the automaton lifetime functions remain (with a similar number of associated instructions), while the state update functions have been removed. Calls to the lifetime functions can be removed only if there are no automata to be instrumented.

---

\(^5\)Absolute throughput with counters enabled was approximately 90% of the throughput with no counters.

\(^6\)An instruction is retired when it has been executed and its effects written back—in a superscalar architecture, instructions may be speculatively dispatched but not retired.

\(^7\)The TESLA terminology for creating and destroying automata is “sunrise” and “sunset”.
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Figure 6.3: Number of instructions retired during a fixed-size data transfer

Figure 6.4: Callchain output showing number of instructions retired with TESLA instrumentation enabled
Figure 6.5: Callchain output showing number of instructions retired with TESLA instrumentation removed

6.3 Usability

While not an explicit goal of the project at the outset, the usability of TESLA as a programming tool is an issue that I encountered frequently during the course of the project. I was able to resolve a number of these issues, contributing to the usability of TESLA:

**LLVM** TESLA now builds against the latest stable version of LLVM, making it easier to install (a full source build of LLVM is no longer necessary on most operating systems). Future updates will also be made easier by this work.

**Installation** I have simplified the TESLA build and installation process, allowing it to be installed using Homebrew [22] on macOS. Distributions for other package managers would also be possible.

**Documentation** The TESLA documentation was somewhat out of date when I began my work—I have produced a new set of documentation that covers basic usage of TESLA, and notes many of the subtle issues I have experienced during my work.
7 Conclusion

In this report, I have investigated the use of static analysis techniques for optimising TESLA assertions. My implementation of a model checker for TESLA (TMC) is able to correctly check a useful subset of its assertions. Additionally, I have shown significant performance improvements that allow TESLA to be used in contexts it would not previously have been feasible to.

As well as my work on static analysis, I have contributed to the understanding and usage of TESLA in general—TMC can be used to produce counterexamples to a TESLA assertion, and I provide a collection of programs that demonstrate how TESLA can be used to model temporal properties of a data structure. Future work on TESLA (whether in the context of static analysis or otherwise) will benefit from these improvements, as well as from the improvements to the TESLA implementation and documentation I have contributed.

TMC itself constitutes an explicit formalisation of the underlying principles of TESLA, as well as demonstrating a novel SMT-based algorithm for proving properties of control flow that depend partially on data flow. I have identified ways in which future work could extend these techniques to prove stronger properties.

An initial goal of the project was to provide a TESLA model of a network protocol implementation. While this goal was not fully successful, the insights gained from the investigation itself are a useful contribution in their own right—I have described features of source code that are hostile to TESLA instrumentation and static analysis, and introduced a characterisation of scenarios in which TESLA can be usefully applied.

Motivated by this characterisation of the effective use of TESLA, I have demonstrated a framework by which library developers can more reliably enforce temporal properties on usages of their library code. This is a more general application of TESLA than previous work has demonstrated. The performance improvements made possible through the use of static analysis are an important part of this contribution—I have shown that even a small number of assertions can cause a large runtime performance overhead on instrumented programs, and that TMC is able to completely eliminate this overhead in real programs.
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